Topic 1: Statistical Analysis

· Science is a creative human endeavor that involves asking questions. As biologists, you will use the scientific process to learn about living systems and organisms.  The scientific process involves:
1. Asking an answerable question
2. Making a hypothesis
3. Defining variables
4. Designing an experiment to answer the question
5. Collecting and analyzing data
6. Interpreting results and proposing explanations
1. Scientific questions - Scientific questions are based on observations and information gained through previous research. To be answered scientifically, items being investigated must be measurable and controllable.  
Example: Is relative humidity (% RH) a factor affecting the size (mm) of Colletotrichum musae colonies on banana peels?
2. Making a hypothesis – Before investigating a scientific question you must propose a ‘tentative’ explanation, called a hypothesis.  The hypothesis can not be arbitrary; rather it should be based on your own observations and/or textbook information.
Example: The small brown spots that appear on ripe banana peels are caused by the growth of a fungus called Colletotrichum musae
. According to Campbell
, fungi require moist conditions to reproduce and grow. Therefore I hypothesize that the population growth of C. musae colonies on banana peels will be positively related to the relative humidity of air. 
3. Defining variables - There are three categories of variables.  1) The dependent variable is what the investigator measures; it is what the investigator thinks will be affected during the experiment.  2) The Independent variable is what the investigator varies during the experiment; it is what the investigator thinks will affect the dependent variables.  3) The controlled variables are not under study and they must be held constant; otherwise you will not know which factor is affecting the dependant variable.  
Example: The dependant variable is the number of brown spots per banana; the independent variable is the relative humidity of the air; and the controlled variables, which must be kept constant, are things like temperature, species, size and age of bananas, presence/absence of sunlight.
4. Designing and conducting procedures - You must use appropriate levels of treatment and replication.
Example: In the present example you must investigate an appropriate range of relative humidity: i.e., the range should not be too narrow (e.g. 50-55% RH is rather narrow; 50-95% RH is better) and it must have at least five different levels (e.g., 50, 60, 70, 80, 90% RH) so that you can produce a line of best fit on your graph. You must repeat the experiment (replication) so you can see how consistent the results are; the more you replicate the more conclusive the data will be. 
5. Collecting and presenting data – Step 1: Record observations and results during the experiment in a raw data table. Step 2: Process your data by calculating means and standard deviations. Step 3: Present your processed data in a table. Step 4: Present the processed data in a graph.
Example: The raw data are recorded in Table 1, and the processed data are shown in Table 2. Then the processed data are presented in Graph 1 for easy interpretation. Tables and graphs must: 1) have informative titles that contain the dependent and independent variables; 2) they must include the units in metric; and 3) they must be tidy and show the data effectively.
Table 1: Number of Colletotrichum musae colonies (brown spots) on each banana from 50% through 95% relative humidity.
	Replications
	Number of spots per banana at each relative humidity (%)

	
	50
	55
	60
	65
	70
	75
	80
	85
	90
	95

	1
	147
	129
	135
	188
	171
	288
	321
	344
	605
	793

	2
	160
	103
	277
	263
	205
	289
	340
	504
	527
	774

	3
	135
	217
	154
	126
	299
	183
	302
	340
	386
	807

	4
	116
	251
	211
	302
	303
	177
	246
	512
	252
	956

	5
	116
	107
	158
	245
	216
	164
	289
	240
	390
	738

	6
	96
	137
	212
	136
	244
	323
	214
	479
	522
	776


Table 2: Mean number (and st. deviation) of Colletotrichum musae colonies per banana from 50% through 95% relative humidity.
	
	Relative Humidity (%)

	
	50
	55
	60
	65
	70
	75
	80
	85
	90
	95

	Mean (average)
	111.7
	157.3
	191.2
	210
	239.7
	237.3
	285.3
	403.7
	446
	807.3

	St. Deviation
	40.3
	56.3
	48
	65.2
	48.4
	61.7
	43.2
	101.6
	124.1
	69.8
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* Error Bars indicate ± 2 standard deviations
6. Interpreting Results - The last component of a scientific investigation is to look at your graph and decide if it supports or contradicts your hypothesis.  Remember that evidence ≠ proof so please don’t use the word proof. If your hypothesis is supported by the data then you accept it on a trial basis only.  Future investigations may falsify your hypothesis if your study had weaknesses.  Therefore, you must always discuss the limitations and assumptions in your evaluation.  If your hypothesis has been falsified then you must propose explanations and suggest improvements. You may also suggest alternative hypotheses for future testing.  
Mean and Standard Deviation
· The ‘mean’ (X) is the statistical term for the ‘average’; it is the central location of the data.

· For a data set, the mean is the sum of the observations divided by the number of observations. 

· When we collect a sample and then calculate the sample mean, we end up with an estimate of the 
true mean; larger samples produce more reliable estimates of the true mean than smaller samples.

· The mean is often quoted along with the standard deviation; the standard deviation (σ) is a measure of how widely spread the data points are from the mean. 

· If the data points are close to the mean then the standard deviation is small; and if many data points are far from the mean then the standard deviation is large. 

· In a large and normally distributed data set, about 68% of the data points will fall within ± 1 standard deviation of the mean; and about 95% of the data points will fall within ± 2 standard deviations of the mean.

· The standard deviation is very useful for comparing the means of two data sets. 
· A small standard deviation tells us that the data are clustered tightly around the mean whereas a large standard deviation tells us the values are dispersed more widely.
· When means are plotted on a scatter graph it is common practice to add an error bar to each point. 

· Error bars are a graphical representation of the variability of data. A smaller error bar indicates a higher confidence in the mean, and a larger error bar indicates a smaller confidence in the mean. Therefore, graphs with small error bars provide more reliable information than graphs with large error bars.

· If the error bars represent ± two standard deviations then two data points can be considered significantly different from one another if their error bar ranges do not overlap.

The t-test
· Two means and their corresponding standard deviations can be used in a statistical procedure known as the t-test. The t-test allows us to conclude - with a known probability of being correct - if two means are significantly different from one another.
Example: Is there a significant difference between the mean number of brown spots on the 50% RH bananas and the mean number of brown spots on the 95% RH bananas. What about 65% RH and 85% RH? To answer this question you will go online to a site called VassarStats. The URL is: http://vassarstats.net/.  Once you open the VasserStats webpage you can follow the instructions below.

1.  Click on t-Test & Procedures
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2.  Click on Independent Samples and then enter your data. After each entry, hit the tab key but do NOT hit the tab key after the last entry because the program will think that you added a zero.
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3. Scroll down to see: the mean of the two samples; the t-value (t); the degrees of freedom (DF); and the size of the P value (P). If P≤0.05 then we can conclude - with 95% confidence – that the two means are different; and if P≤0.01 then we have 99% confidence. In the example below we have 99.99% confidence that the two means really differ.

Data summary:

	
	              A
	          B
	         Total

	n (sample size)
	           6
	   6  
	12

	ΣX
	              770
	4844
	5614

	Σ2
	       101562
	3939930
	4041492

	SS
	     2745.3333
	29207.333
	1415075.6

	mean
	      128.3333
	807.3333
	467.8333


Results:

	Meana-Meanb
	           t
	             df

	-679
	-20.81
	10


P Value:
	One-tailed
	<.0001


	Two-tailed
	<.0001
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x1¯ = Mean of first set of values
x2¯ = Mean of second set of values
S1 = Standard deviation of first set of values
S2 = Standard deviation of second set of values
n1 = Total number of values in first set
n2 = Total number of values in second set.







· Although the VasserStats program provides you with a value of P, on an IB test you will be expected to determine the value of P when you are given the t-value and a t-test table. 
· In the t-table below there are four columns representing: 90% confidence; 95% confidence; 99% confidence; and 99.9% confidence. In biology it is the normal convention to use 95% confidence.
· The first step is to determine the degrees of freedom (DF), which is simply (nA+nB) - 2
where nA is the number of items in Sample A and nB is the number of items in Sample B.

· The second step is to go to the row of the table that matches your degrees of freedom and look up the critical value (CV) at your desired level of confidence: e.g., at the 95% confidence level (0.05) with 16 degrees of freedom, the CV is 2.12. 
· The third step is to compare the t-value given in the IB question with the CV you looked up in the table. If the t-value is larger than the CV then you may conclude – with 95% confidence – that the two means are indeed different from one another. If the t-value is smaller than the CV then you may not conclude that the two means are different from one another.

t-Table of critical values
	DF
	 90%

(0.1)
	 95%

(0.05)
	 99%

(0.01)
	 99.9%

(0.001)

	1
	6.31
	12.71
	63.66
	636.62

	2
	2.92
	4.30
	9.93
	31.60

	3
	2.35
	3.18
	5.84
	12.92

	4
	2.13
	2.78
	4.60
	8.61

	5
	2.02
	2.57
	4.03
	6.87

	6
	1.94
	2.45
	3.71
	5.96

	7
	1.89
	2.37
	3.50
	5.41

	8
	1.86
	2.31
	3.36
	5.04

	9
	1.83
	2.26
	3.25
	4.78

	10
	1.81
	2.23
	3.17
	4.59

	11
	1.80
	2.20
	3.11
	4.44

	12
	1.78
	2.18
	3.06
	4.32

	13
	1.77
	2.16
	3.01
	4.22

	14
	1.76
	2.14
	2.98
	4.14

	15
	1.75
	2.13
	2.95
	4.07

	16
	1.75
	2.12
	2.92
	4.02

	17
	1.74
	2.11
	2.90
	3.97

	18
	1.73
	2.10
	2.88
	3.92

	19
	1.73
	2.09
	2.86
	3.88

	20
	1.72
	2.09
	2.85
	3.85

	
	1.65
	1.96
	2.58
	3.29


· It is important to interpret the results of a t-test carefully:
· If a t-test does not indicate a significant difference between two sample means it does not mean that a significant difference does not exist between the true means. It just means that the research did not collect enough evidence to make a firm conclusion one way or the other. In such cases it is important to look at the procedure, find ways to improve it, and then repeat the experiment.
· Although a t-test can indicate that two sample means are significantly different from one another – with a known percentage of confidence – it can not tell us why the two samples are different.
· Similarly, when a variable Q is correlated with a variable R, we can not say that one is the cause of the other. It might be that variable Q and variable R have no effect on one another but that each is influenced similarly by variable S. Hence the expression, “correlation ≠ causation”.
Example 1: Politicians constantly correlate positive changes with their own initiatives. For example, when crime rates drop in a particular city it is common for the city mayor to link the reduction of crime with changes that she introduced; changes such as increased funding for the police force. Of course there are numerous other variables that can be linked to a drop in crime besides the ones that politicians like to take credit for; and these the politicians will skillfully avoid mentioning. Examples include: state-level changes in gun regulations; economic improvements at the state-level; teenage pregnancy rates 15-20 years before the mayor took office; improvements in forensics such as DNA testing and brain-imaging; reductions in prosecutions and/or lower conviction rates of the prosecuted.

Example 2: Religious fundamentalists sometimes confront atheists and vice versa. One recent example of this occurred on Fox Network when a talk-show host, Bill O’Reilly, interviewed Richard Dawkins, a renowned evolutionary biologist and Atheist
. O’Reilly suggested a link between the atheism of Pol Pot, Hitler and Stalin and their terrible acts of genocide. Dawkin’s response to this spurious correlation was, “Hitler and Stalin had moustaches too”.  Fox Network incidentally, is a great source of dubious correlations! And a great book on this is Freakonomics.
Questions
1. Explain the expression, “correlation ≠ causation”.  Check out http://web.cn.edu/kwheeler/logic_causation.html
2. In Graph 1 (on page 2), which data point represents the mean with the greatest variation, and which mean shows the least variation? If Graph 1 plotted each of the 60 data points from Table 1 (instead of the means) then how many of the 60 data points would you expect to occur within the limits of the error bars?
3. Use your calculator to determine the means and standard deviations of the data in Table 3. Does the size of the standard deviation influence your confidence in the sample mean? Explain. Suggest a reason for the different standard deviations between males and females. If we sampled six more males and six more females do you think the means would change at all? If so, which mean would you expect to change the most? Explain. 
Table 3:  Average weight loss (kg) of male and female hikers during a rigorous 7-day trek in the Himalayas.
	Subjects
	Weight loss (kg/week) of hikers

	
	Male
	Female

	1
	1.02
	1.41

	2
	0.98
	0.26

	3
	1.04
	0.20

	4
	0.96
	2.29

	5
	0.99
	0.10

	6
	1.01
	1.74


� � HYPERLINK "http://en.wikipedia.org/wiki/Bananas" ��http://en.wikipedia.org/wiki/Bananas�


� Campbell, Neil A. 2006. Biology - 7th Edition. The Benjamin/Cummings Publishing Company, Inc. 1426pp.


� � HYPERLINK "http://www.youtube.com/watch?v=CxdrNDNm-Ho&mode=related&search" ��http://www.youtube.com/watch?v=CxdrNDNm-Ho&mode=related&search� (you can check out a second video that is rather  


   disrespectful but it does point out some logical errors � HYPERLINK "http://www.youtube.com/watch?v=bA66lP2GkiE" ��http://www.youtube.com/watch?v=bA66lP2GkiE� ) 
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